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Abstract—In this position paper we argue that robots do not have the status of moral agents and will not gain it in the foreseeable future; rather, moral responsibility for robot behaviors must be traced to humans. A military scenario is outlined, to illustrate how the domain is well-suited to research on ethical robotics systems, interpreted broadly to include robots deployed within a larger organizational framework with humans holding responsibilities in different roles and acting according to policy. We break down the scenario into parts that characterize in this way:

1. INTRODUCTION

Robots promise to become much more common in human society than they are today. If this holds true, those robots will increasingly encounter situations in which their decisions have a moral dimension. For example, consider a commercial drone making a delivery and recording video, which happens to capture private activities of the neighbors in their fenced property. Or a future home caregiver robot told to leave pain medication on the table, to be taken later by the patient/owner. There has been vigorous discussion about proper policies for autonomous vehicles in prioritizing passengers versus pedestrians; it is at least clear that pedestrians and passengers both have moral status.

We want robots to make choices in such situations consistent with those we expect of moral human beings. A human delivery person would ignore ongoing events next door unless there were a need for intervention—an emergency or a crime in progress, for example. A human nurse would consider risks, benefits, and authority in making decisions about medication, consulting with other medical professionals if necessary; the nurse would also be aware of changing context, not leaving colorful pills within the reach of visiting toddlers or pets.

A question we might begin with is whether robots have moral agency. Himma [2] summarizes the concept, in the context of artificial agents, as follows:

It is generally thought there are two capacities that are necessary and jointly sufficient for moral agency. The first capacity is not well understood: the capacity to freely choose one’s acts... The second capacity... is “knowing the difference between right and wrong”...

Certainly robots can be agents, but a number of different views exist on whether robots can be moral agents [3]. Some hold that today’s robots can be viewed as moral agents to a limited extent [4], [5]; others that robots are not moral agents but future robots might be [6]; others that machine ethics is fundamentally wrong-headed and should be superseded by safety engineering concerns [7].

Often we are interested in moral agency because we are asking questions about moral responsibility, which Smith [8] characterizes in this way:

[T]o say that an agent is morally responsible for something is to say that that agent is open, in principle, to demands for justification regarding that thing, and that she is open, in principle, to a variety of moral responses, including moral praise and blame, depending upon how well or poorly she meets this justificatory demand.

This is a pragmatic shift in perspective. We might discuss in the abstract whether robots can be moral agents (real or artificial [9]), but instead we will ask, “If something goes wrong, in a moral/ethical sense, who should be held responsible?”

Arkin gives a blunt answer to this question [10]: “The robot is off the hook regarding responsibility.” A capsule summary of the strongest arguments for this position, in our view, is as follows.

- Himma [2] notes the connection between moral agency and free will. In simple terms, you are not morally responsible for actions you take if you could not have done otherwise. Human free will has been the subject of philosophical dispute for millennia; robot free will throws the issue into high relief. If a robot is following an algorithm, however complex, it cannot do other than what it does.
- McDermott [11] observes that understanding an ethical dilemma is not the same as being conflicted by it. Imagine an autonomous robot that can make an informed choice between options that have moral implications but does not care about those implications. For some humans who have committed crimes, it’s argued that while they may understand that their actions will lead to harm, their understanding is not enough for us to assign full moral responsibility to them for those actions [12]. Robots are an analogical but more extreme case.
- Smith [8]’s mention of praise and blame relies on an implicit assumption: individuation. If we praise or blame you for a moral act, we are addressing a specific you. Humans can be individuated, in that each person...
is unique and distinguishable from every other. Robots may be incidentally distinguishable due to their physical embodiment but one’s decision-making core, its software, may be identical to another’s. Praise of one robot for its actions applies equally to its copies, for what they did not do but would have done.

What are the challenges of integrating autonomous, intelligent, learning robots into human society, and how can we think about moral responsibility? Military robots provide a useful background for discussion, given the often clear-cut stakes of scenarios, the extensive documentation of military doctrine, and the structured relationships between some of the people operating in military-relevant environments. In the next section we give a concrete scenario and explain how it is resolved. In the remaining sections of the paper we argue that the scenario and its resolution are representative of the challenges faced by the field of robot ethics in general, and we discuss areas of potential capabilities in AI and machine learning where we believe progress could be helpful. Even if we argue against robots being moral agents, it seems plausible that AI could play a role in our understanding and management of ethical concerns for human-machine systems.

II. A MILITARY SCENARIO

The battlefield is not always a desolate landscape with scattered structures and no civilian personnel. Instead, the opposite tends to be true. Conflicts in Iraq, Afghanistan, and Syria have been waged in cities, moving from street to street and involving much of the population. These conflicts have taken place in and around artificial structures and have included many civilians, persons who do not participate in combat as military personnel.

Consider a military scenario with autonomous unmanned ground vehicles (UGVs) acting as teammates to a human Soldier. This scenario was developed by one of the authors, a retired master sergeant with 20 years of U.S. Army experience.

The orders from the commander are to deliver supplies north, from Kuwait to forward operating bases inside of Iraq. Some of the long-haul trucks are outfitted with automated technology that allows them to move driverless, as UGVs. A convoy is formed of a chain of segments, where each segment is headed by a vehicle with a human driver and a small crew, followed by four or five UGVs.

Prior to starting the convoy the commander, in the lead vehicle of the convoy, briefs the crews on safety as well as rules of engagement. The vehicles will maintain a safe traveling distance between crews, with a watch for civilian vehicles or pedestrians that cut into the convoy. There is an alert that insurgents are known to be operating along the route the convoy will travel. The insurgents, armed with small arms weapons, explosives, and possible vehicle-borne improvised explosive devices, could pose a threat to the convoy. Because of the possibility of attack, the convoy should stop only in case of emergency. The modus operandi of these terrorists is to cut into the convoy, cause an accident, stop the convoy, and then conduct an ambush to try to kill as many members of the convoy as possible and destroy their vehicles.

During the movement through one of the small towns along the route a young man steps out into the street between two UGVs. Based on the rules of engagement this could be a ploy to get the convoy to stop, but it could be just a teen walking across the road. The trailing UGV strikes the pedestrian and knocks him to the ground. The ethical decision to be made is whether (a) the convoy should stop, so that the leader can move from the lead vehicle back to the site of the incident to render aid, or (b) the convoy should continue without stopping.

For reference, we summarize events in a more schematic form, assuming that Course of Action (a) was chosen.

1) Pedestrian $P$ steps into the street ahead of UGV $V$.  
2) $V$, monitoring the road, detects $P$.  
3) $P$ does not look up, apparently does not notice $V$.  
4) $V$ reduces speed and operates the horn.  
5) $V$ strikes $P$.  
6) $V$ brakes to a halt.  
7) $V$ communicates the event and its own action to the other UGVs and the human driver of its segment, $D$, as well as the commander.  
8) $V$ detects other pedestrians approaching but no gunfire or explosions.  
9) $V$ communicates a summary of the situation.  
10) $D$ moves back along the route to $V$ and provides assistance to $P$, using medical supplies from his vehicle.

Soldiers must carry out ethical decision making in such scenarios. To set the context, the Law of War (LOW) states that [13, p. 128]

the expected incidental harm to civilians may not be excessive in relation to the anticipated military advantage from an attack, and feasible precautions must be taken to reduce the risk of harm to civilians during military operations.

This is open to much interpretation. Three general principles can be seen as constituting the LOW.

1) Military necessity “justifies those measures not forbidden by international law which are indispensable for securing the complete submission of the enemy as soon as possible.”
2) Proportionality dictates that “the loss of life and damage to property must not be out of proportion to the military advantage gained.”
3) Unnecessary suffering forbids the employment of “arms, projectiles, or material calculated to cause unnecessary suffering.”

Soldiers are taught to use an ethical decision-making process in the context of the LOW. Army leadership [14] allows Soldiers of all levels to solve problems through critical and creative thinking while applying ethical reasoning to all situations. approach to problem solving is as follows. Soldiers have significant autonomy within constraints imposed
by the command hierarchy. A Soldier, given a problem to solve and a set of resources by his or her commander, could develop and execute a solution without explicit approval.

The Soldier’s Guide [15] defines the ethical reasoning process with these steps.

1) **Define the problem.** The ethical problem in the scenario is straightforward: the dilemma between stopping versus continuing the mission, with the value of the mission being balanced against the value of treating the possible injury of the pedestrian.

2) **Know the relevant rules and values at stake.** These include laws, Army regulations, Rules of Engagement, command policies, Army values, etc. Proportionality would be enough to justify the convoy stop, but more specific guidelines can be found as well: “Parties to a conflict must take feasible precautions to reduce the risk of harm to the civilian population and other protected persons and objects” [13, p. 190] and “The wounded and sick, as well as the infirm, and expectant mothers, shall be the object of particular protection and respect” [13, p. 127].

3) **Develop possible courses of action (COAs) and evaluate them using these criteria:**
   a) **Rules:** Does the COA violate relevant rules? Some rules may be violated while others may not be: for example, the LOW prohibits torture under any circumstances. The chosen COA (a) may not violate a literal rule, but it puts the mission and the participants at risk, given the uncertainty in the situation. (We elide discussion of COA (b) for space reasons.)
   b) **Effects:** After visualizing the effects of the COA, do you foresee bad effects that outweigh the good effects? Consider the possible effects of COA (a). The mission is delayed with high probability. The evaluation at Item 8 may be mistaken—the scenario might turn into an ambush—but this is considered low probability. The good effect has to do with possibly saving a human life. More generally, ensuring that injured are cared for and that checking emergency services are on the way are virtuous acts. The bad effects do not outweigh the good, given available information.
   c) **Circumstances:** Do the circumstances of the situation favor one of the values or rules in conflict? The circumstances, in the sense of available information and judgments about the probability of different outcomes, favor COA (a).
   d) **“Gut check”:** Does the COA “feel” like it is the right thing to do? Does it uphold Army values and develop your character or virtue? Assistance to injured civilians is viewed as strengthening the values of duty and honor; it feels right.

4) **One or more COAs should pass Step 3.** If there is more than one, choose the COA that is best aligned with the criteria in Step 3.

We have laid out these steps explicitly, though they may seem obvious, to make a point: in the U.S. Army (as with many other organizations) procedures and roles tend to be documented in great detail, to limit uncertainty, to reduce the chances of failure, and to support explanatory tracing and repair when things do go wrong.

### III. Ethical Decision Making and Moral Responsibility

In the remainder of this position paper we break down the scenario into smaller parts, sketching how humans handle the processes and how moral responsibility is managed. We also describe the challenges these pieces pose for decision making by an autonomous agent.

*Respecting the LOW and rules of engagement:* We begin with the Law of War manual [13], which runs to over 1,200 dense pages with extensive footnotes. (Arkin provides a useful robot- and AI-centric introduction [10].) Much of the LOW is devoted to categorization (e.g. combatants versus civilians), and its guidelines are very general. A Soldier, working through an ethics problem in advance, can refer to documentation or ask colleagues for assistance. For ethics problems solved on the fly, the background knowledge has typically been learned and common sense can be applied. In the end, the Soldier can justify ethical decisions in terms of the given guidelines.

Can we have confidence that a robot’s decisions would respect the LOW? One challenge is that the body of ethics in the LOW has not been formalized to date, which means that it would be difficult for an autonomous system to tie any specific decision to some part of the LOW. Legal reasoning (the LOW is heavily based on legal findings) has been a subfield of AI for decades, with legal informatics and information retrieval now being in the mainstream. Systems described in the literature can now summarize or extract the gist of legal documents, for example, and can infer arguments from legal text. The LOW poses problems on a larger scale, however, drawing on laws across international boundaries and arguably containing significant inconsistencies [16].

Confidence in our hypothetical robot—better yet, explicit testing—would seem to depend on ethics knowledge formalization. Note that such an effort would be an easier problem than for non-military ethics in at least one way, in that the core background knowledge presumed relevant has been written down, however incompletely.

*Deciding what constitutes an ethics problem:* Just as we distinguish between moral agency and agency in general, we think of ethics problems as problems for which our choices can be described as right and wrong [2]. Identifying an ethics problem is not always straightforward, however; the first step a Soldier takes is to ask what the problem is [15]. In the development of COAs outlined in the previous section, the highlighted tradeoffs are between outcomes that, taken as is, appear incommensurable: the value of a human life, the value of a completed mission, time delay, and so forth, even enhanced honor. The qualitative outcomes may have no formal definitions or metrics, and yet they are in common
effective use by Soldiers. The ethical justification for a COA may include any number of qualitative judgments.

We treat this as a challenge for problem formulation, constructing a representation in which problems and solutions can be expressed [17], one that includes all relevant factors—here, factors that may be non-metric and whose prioritization may need to be interpretable in terms of right and wrong.

Could we expect a robot to formulate ethics problems in this way? Research on general problem formulation has early roots in symbolic AI, going back to Lenat’s EURISKO [18] and even to influences from Newell, Simon, and Shaw’s General Problem Solver [19]. Some specialized aspects continue to receive attention today, such as representation learning in deep learning [20]: “learning representations of the data that make it easier to extract useful information when building classifiers or other predictors.” In general, however, problem formulation is a longstanding and under-recognized challenge in AI. When an AI system is described as having solved a problem, typically on infers that the groundwork of formulating the problem and defining solution criteria has been carried out by humans, at whatever cost. We treat this area as relatively open.

**Adaptation and learning from experience.** At some earlier point in the history of the scenario, the rules of engagement did not depend on knowledge of the the practice of the terrorists cutting into the convoy—that information was not yet available. Soldiers’ observations, combined with past recorded experience and background knowledge, could have led to the addition; it might have depended on only a single instance. As is, the scenario now includes risk factors that depend on that information, as well as the new possible interpretations of people’s intentions and behavior. Note that the Soldier’s ethical reasoning process assumes rules will come into conflict and need to be prioritized. Soldiers become better at this with time and practice.

Could an AI system make comparable adjustments over time? One- and few-shot learning techniques are in common use in some areas, especially in machine vision, including activity recognition. This appears to be a more complex problem, however, due to the fuzziness of the factors that are part of the problem. Further, we are oversimplifying the problem by describing it in terms of adapting to single examples of new information. In general, every piece of information that does not replicate past history is potentially relevant to a learning system. Can we ensure that the parameter adjustments within an autonomous learning system would not lead to unexpected results?

Arkin [21] has proposed an ethical governor for military system that may hypothetically apply lethal force; see Matthias [22] for challenges to the basic idea. One important issue is the broad scope of ethical decisions. An ethical overseer for all the possible decisions that have ethical implications may be no easier to develop than a system that integrates ethics with decision making.

**Explanations of ethical situations and choices:** Army field manuals, like academic papers in the ethics literature, are replete with narrative examples for illustration. This is the case for military ethics as well. Walking through the ethical reasoning process, a Soldier is constructing an explanation for a course of action. It involves “visualizations” and comparisons of possible outcomes, consideration of counterfactuals, justification, and so forth, all aspects of explanation.

Could a robot be expected to go through a similar process, with explanation as the driver? The field of explainable artificial intelligence (XAI) has seen a burst of activity within the past several years [23], with a range of techniques being described in the literature. Some attention has even been given to ethics, but the question of generalization remains.

**Understanding roles in an ethics situation:** The scenario involves an actor, V, making a decision to stop at Item 6. V is not the only candidate for that role, however. Suppose the commander reviews video of the event for an after-action report and judges that V might have slowed sooner or swerved at Item 4. This behavior was within its capabilities but did not occur.

In general, potential responsibility can be traced to people in different categories: command, those who plan and carry out operations; technical, those who create or verify the capabilities of the robot; and what we will call “protocol,” for those who design procedures and training for interacting with the robot, as well as at a larger scale those responsible for doctrine, even to the level of the LOW. All of these entities can be identified as potentially holding moral responsibility for the result of the scenario.

This area is outside the scope of an individual Soldier’s (or V’s) reasoning about courses of action, but modeling relationships in a formal representation would allow for AI contributions. Specifically, it could facilitate the tracing of possible responsibilities for failures; such research can be found in multi-agent systems, in for example models of social roles, commitment, and responsibility (e.g. [24], [25], [26]). Members of the military operate in a very structured organization, for example, with clear and often explicit responsibilities to each other and to the organization. (We also see roles other than actors that should be accommodated, such as the formerly unknown person P in a new and initially certain role: injured pedestrian or potential threat as part of a larger team.) As with LOW formalization described above, even modeling these relationships poses a huge challenge, but again in contrast to the non-military world, many of the relationships are explicit in documentation.

In brief, we have identified four areas of AI in which we believe progress would significantly benefit robot ethics: large-scale knowledge engineering in ethics source documents; problem formulation in general and specific to ethical situations; explanation of ethical reasoning; and modeling of human organizations to trace responsibility.
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